CALIBRATION

A Nonparametric Distribution Regression Re-calibration Method
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Context

original model
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Sharpness principle

Intuition of calibration

Two ways to improve the expected score (e.g. NLL) of a model :
i) Make the predictions sharper, i.c. better discriminate the
events for which the conditional distribution of the target is
different = lower residual entropy.
ii) Make better calibrated predictions, i.c. there is less
divergence between the predictions and observations.
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Sharpness principle

i) Make the predictions sharper, i.c. better discriminate the
events for which the conditional distribution of the target is
different = lower residual entropy.

)

Examples of models with lack of sharpness :
+ A model that uses only a subset of the features.

+ A model with too strong regularization.
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Sharpness principle

ii) Make better calibrated predictions, i.e. there is less
divergence between the predictions and observations.

)
« If only the predictions and observations are visible
« original features hidden,

» impossible to distinguish real observations from generated
ones
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Sharpness principle

Definitions

Let the features X, response Y and predictions @) follow the joint
distribution

(X,Y,Q) ~Pxyq -

+ Note that the prediction @ is treated as a random variable.

+ A realization of () is a distribution of Y.

With this notation our ultimate goal is to have

QX =Py|x . (1)
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Sharpness principle

Calibration can be defined via

Q =Py, (2)

and quantified with
E[d(Pyo|@)] - ®)

An example
. Assume @ is a random element of a j, o2 parameter family.
+ Then the parameter is a random vector.

« Eq. (2) <= When the predicted mean and variance is y, o>
the target should have E[Y] = u, Var(Y) = o2.



CALIBRATION Adam Jung

Sharpness principle 10/17

Lack of sharpness can be quantified as

E {H(PHQ) - H(PY\X)} ; (4)
which is actually the conditional mutual information

I(Y; X]Q) ()
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Sharpness principle

Two ways to improve the expected score (e.g. NLL) of a model :

i) Make the predictions sharper,

ii) Make better calibrated predictions,

Expected Score decomposition (based on [3, Lemma 4.1.])

E[S(Q.Y)]=E[d(Pyie|@)] + I(V;XQ) + E[H(Pyx)]
A

lack of sharpness

calibration error aleatoric uncertainty
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Contribution

Goal

Maintain the given sharpness, and eliminate the calibration error.
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Contribution

Solution

Distribution regression, where the features are predictions :

1) Split data indices to Dirgin U Deativration U Drest-

2) Estimate Py |x using {(zi,%:) | i € Dirain}-

3) Make predictions ¢; ~ Q[{X = x;} for the calibration and test
set.

4) On the dataset {(qi,¥:) | ¢ € Deatibration} train a regression
model () that estimates Py q.

5) Make predictions §; ~ Q|{Q = ¢;} on the test set :

X=z ~ ¢~Q{X=z} ~ G~Q{Q=uq}
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Contribution

Implementation details

4) On the dataset {(q;,v:) | © € Deatibration} train a regression
model @) that estimates Py|q.

We estimate Py|g via CKMEs. For that we should have a kernel
on the new feature Q.

Nonparametric kernel on distributions

E|M; — M{’ + E|M; — Mé|>}
2

1
k(q1,q2) = exp {_O'_k <E|M1 — M| —

where My, M{ ~ g1, Ma, M}, ~ ¢o all independent and oy > 0.
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Contribution

Validation

Validate via the hypothesis test [4] and expected score [1].
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Use of Large Language Models

Models used : ChatGPT and Gemini, to
« find relevant published results,

+ provide sentence-level writing assistance.
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