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@ athletic performance and external environmental factors (e.g.,
temperature, wind, humidity)

@ 1,258 races (rows) held between 1936 and 2019 across 42 countries,
encompassing data from 7,867 athletes.

e information about the races (columns) includes type of the race,
date, location data, weather parameters, previous records and
top finish times



Linear regression: Given a data set {y;, X1, . . ., Xip} 7, of n independent
sampling units and p observed features. Each x; = (xi1, xi2, - - - ,x,-p)T
is a vector of feature measurements for the ith case. The relationship
between the dependent variable y; and the input vector x; takes the
form
p
yi = Po + injﬁj-

j=1

Given in matrix notation y = X3, where

y1 1 x11 ... Xip Bo

y2 1 X1 ... Xz p1
y=1.|X=|. b= .

Yn 1 Xnl .-+ Xnp ﬁp



Shrinkage methods improve model fit by "shrinking" the regression
coefficients to reduce variance with introducing bias: A > 0 is a
parameter that controls the amount of shrinkage

Ridge regression:
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Lasso regression:
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Decision Tree: Take our data (x;,y;) for i = 1,2,... N, with x; =

(Xi1, Xi2, - - -, Xjp) and suppose we have a partition into M regions
Ri,R>,..., Ry, and we model the response as a constant ¢, in
each region:
M
F(x) =Y cml(x € Rm)
m=1

Binary partition is constructed via greedy algorithm. Define
Ri(j,s) = {X|X; < s}, Re(j,s) = {X|X; > s}

The next step is solving the following for j and s
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NRMSE \ R? score
Model Train data Test data ‘ Train data Test data
Ridge 0.487 0.506 0.763 0.744
Lasso 0.487 0.502 0.762 0.747
Decision Tree 0.342 0.541 0.883 0.706

Table 1. Performance of models based on NRMSE and R? score
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