
Project Work I. - 2023/24/2
Parameter Efficient Fine-tuning
of Largue Language Models Author: Sándor Zsombor

Supervisor: Csanády Bálint

Introduction
Large language models have been in public’s center of attention since the reveal of OpenAI’s ChatGPT. Since then, mul-
tiple open source models have been released, showing greater and greater natural language understanding capability,
while simultaneously decreasing model sizes.

However fine-tuning a large language model with traditional methods, like prompt engineering or full fine-tuning, is still
an expensive task, the former requiring a large amount of manual attention, and the latter intensive in resources. The
main goal of this semester’s project was to experiment with different parameter efficient fine tuning methods, and gain
an insight on the quality of the results.

Parameter-efficient fine-tuning
Intuitively, if we only wish to modify the output for a certain downstream task, it is expected, that the full modification
of the model is not required. This is the essence of all PEFT methods: we prepare a pretrained model for tuning, with
the “new model” having a small fraction of the original’s parameter count. Then we train the model as if we were to full
fine-tune. We mainly experimented with 2 PEFT methods.

Prompt tuning [1]
Doing prompt engineering, we try to customize the prompt to nudge the model into a direction with the desired output.
Prompt tuning stems from the same idea, but applied to the embeddings. We prefix the embedding matrix with virtual
prompt embeddings; we keep these as the only tunable parameters of the resulting model.

Low-rank adaptation [2]
Despite the layers of LLM’s containing a large number of parameters, the intrinsic rank of the matrices which arise after
tuning is often low. We may try to leverage this by tuning layers in a lower dimensional space. This idea is the foundation
of a technique called low-rank adaptation (LoRA).

With LoRA, we extend selected parameter-matrices with a lower dimensional transformation. LetM be ann×k parameter-
matrix. We create two additional matrices: A ∈ Rn×r and B ∈ Rr×k , where r is a hyperparameter of the techinque
(optimally close to the rank of M). We initialize A sampled from a standard normal distribution, and B as an all-zero
matrix.

During the computation of the layer output, we now considerM+A·B , instead of simply multiplying byM . We may freeze
M while finetuning, effectively reducing it’s size from nk to r(n + k) parameters, from which the parameter efficiency
follows. In practice, it is possible to control the weight of AB respective to M using the α hyperparameter: M is replaced
by M + α

r AB

Problem setting
• Dataset
We performed measurements using the IMDB movie review dataset, containing 50000 reviews, each labelled with
positive or negative based on the sentiment of the review. The dataset is split into a train and test set in a balanced
fashion, each containing 25000 samples. We used the former for training, the latter for evaluation, often with a sample
size of 2000.

•Model and infrastructure
We used the LLaMA2 family of models by Meta [3], which are shown to be able to achieve state-of-the-art results on
many natural language processing tasks, including semantic understanding. For instruction-tuning the model, we used
the Stanford Alpaca prompt format, which proved to be able to provide higher accuracy, than the LLaMA2 format, after
some initial test.

We mainly experimented with the smaller, 7B and 13B models. The computations for the 7B and 13B models were run
on a single A100 80GB GPU, while the 70B model needed 4 GPUs. The code for the experiments was written in Python
3.9, utilizing the transformers [4] and peft [5] libraries by Hugging Face.
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Model size 7B 13B 70B
Accuracy 51.78% 82.564% 94.24%

Table 1: Accuracy without training, 25000 test samples

V 8 25 80
N

50 64.9% 61.2% 57.3%
150 86.25% 76% 83.55%
500 88.4% 89.75% 94.1%

2500 95.3% 95.55% 96.15%

Table 2: Prompt-tuning results, 7B, 2000 test samples

d
0.0 0.1 0.2

N

50 91.05% (2) 90.4% (2) 92.15% (2)
150 95.4% (2) 94.1% (1) 95.3% (2)
500 95.3% (1) 96.05% (1) 96.35% (2)

2500 96.1% (1) 96.85% (2) 96.25% (2)

Table 3: LoRA results, 7B, 2000 test samples

Results
• Base measurements
For later comparison, Table 1 contains the models’ accuracy, without any training. Since the LLaMA2 chat models were
not trained on the Alpaca prompt format, the lower results are expected.

• Prompt-tuning
Measurements provided for the 7B. Trained over N samples, with V virtual tokens, for 2 epochs. A learning rate of 0.03
was used. Table 2 contains accuracy measured over 2000 samples.

As expected, with a low number of training samples, the results are unstable, however with a larger sample size, the
number of tokens increase performance.

• LoRA
Trained over N samples, with r = 8, α = 16, d dropout, and q_proj and v_proj as LoRA application targets. Table 3
contains best accuracy measured over 2000 samples, with the number of training epochs in parenthesis.

Analyzing these results, we tried to achieve the best possible results using the full train sample with all model sizes. The
7B and 13B models were able to achieve state-of-the-art accuracy, with both models beating the previous known best
scores (at time of writing) [6]. We weren’t able to beat the 13B results with the 70B model. The reason for this is not
suspected to be the model’s competence, rather the lengthy inference and training times, which make hyperparameter-
optimization challenging.

Table 4 contains the accuracy for the experiments. These were trained and evaluated on all training and test samples,
respectively. Training used r = 8, α = 16, 0.1 dropout, 5 · 10−4 learning rate and a constant learning rate scheduler.

Model size 7B 13B 70B
Accuracy 96.98% 97.32% 96.812%

Table 4: LoRA best results, 25000 test samples

Future work
In this semester, we experimented with two PEFT methods on a binary semantic categorization problem using the
LLaMA2 model. Our future plans include extending these experimentations to the newly released LLaMA3 family, and
measuring performance with other techniques, such as the recent LoReFT [7]. We also plan to continue testing accuracy
with models trained on a limited sample size, which — merged with the idea of LlamBERT [8] —could provide useful
results in the realm of real world applications of LLMs. Finally, we may attempt to achieve similar results on NLP tasks
other than semantic categorization.
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