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Introduction

Topic of the project: confidence region estimates
First semester: one-dimension, i.e. confidence intervals

in scalar case, the general linear
regression model:
Yt = Xt ·ϑ∗+εt (t = 1, . . . , n)
constant in the noise: X ≡ 1
assumptions on the noise term:

independence
symmetry

confidence intervals:
inclusion
length

Figure: Example with a uniform(-1;1)
sample, n = 30
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The SPS method

Advantages:
mild statistical assumptions
distribution-free
non-asymptotic confidence intervals

Main idea of the SPS:
introduce sign-perturbed sums {Si (ϑ)} and a reference sum
S0(ϑ)

.
=

∑n
t=1 εt(ϑ)

construct a confidence interval based on the rank of S0(ϑ)

Theorem
Assuming the independence and the symmetry about zero of the noise
term, the coverage probability of the SPS confidence interval is exactly p,
where p is the user-chosen confidence level.
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Simulations

Steps of the simulations:
generate a sample
construct confidence
intervals (50 %), using SPS
and a CLT based method
repeat 10 000 times for
n = 10, 20, 30, . . . , 100

Measurements:
inclusion rate of the true
parameter
average length of the
intervals

Examined distributions:
Standard normal
Mixture of two normal:
P(X ∈ N (m, 1)) = P(X ∈
N (m,−1)) = 0.5 for
m = 2, 10, 20
Student’s t with df = 2
Standard Cauchy
Symmetrized Pareto with
α = 2.5, 1.5, 0.5
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Results

Figure: Simulation results for standard normal
distribution

Figure: Simulation results for t distribution

Figure: Simulation results for standard Cauchy
distribution

Figure: Simulation results for normal mixtures
and Pareto distributions
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Classification

Difference w.r.t. regression problems: the output is discrete.
In binary case let Yt ∈ {0, 1}.
No explanatory variable ⇒ Yt ∼ Ind(θ∗) ⇒ nȲ ∼ Bin(n, θ∗)

My simulation:
θ∗ = 0.8
confidence level = 50 %
Methods based on

SPS
CLT
binomial distribution (expected to be the best)
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Results

Figure: Simulation results for binomial distribution
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Thank you for your attention!
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