
1 / 8

Comparison of iterative methods for discretized
nonsymmetric elliptic problems

Lados, Bálint István

Supervisor: Karátson, János

Eötvös Loránd University
Department of Applied Analysis and Computational Mathematics

8 January, 2024



2 / 8

Nonsymmetric elliptic PDE

Let us consider the following boundary value problem on Ω = [0, 1]2{
Lu := − div(p∇u) + w · ∇u = f ,
u|∂Ω = 0.

If the functions satisfy these conditions:{
p ∈ L∞(Ω), p(x) ≥ m > 0 (a. e. x ∈ Ω);

w ∈ C 1(Ω,R2), divw = 0,

then the PDE has a unique weak solution for any f ∈ L2(Ω).

The exact solution of the PDE can be approximated with the finite
difference method (FDM).
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The FDM

Three steps of FDM:

introduce a set of discrete grid points in Ω

approximate the partial derivatives
obtain a system of linear equations

Problem: How to solve the system of linear equations Ax = b, if A
is a nonsymmetric matrix that comes from an elliptic PDE?

Solution: Use a preconditioned nonsymmetric matrix iteration.

Question:

How do the coefficients of the PDE affect the convergence of
the iterative methods?
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Iterative methods

In this project two nonsymmetric iterative methods are being
compared:

CGN: the conjugate gradient method applied to the normal
equation
GCR: a Krylov subspace method that minimizes the residual
norm

Preconditioning:

Solve B−1Ax = B−1b.
B is the discretized form of − div(p∇u).

Implementation: Matlab.
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Model problems

Let us consider the PDEs with the following functions:

p(x , y) := 1+
x2 + y2

2
; wk(x , y) := k ·

(
y − 1

2
,−x − 1

2

)
; f ≡ 1.

Comparison: Which iterative method performs better when
∥wk∥∞ is small (k is small) and when it is large (k is large)?

Figure: Numerical solution for k = 1, 10, 20.
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Comparison of the iterative methods

Figure: Number of iterations taken by the preconditioned CGN and GCR
algorithms with respect to k , grid density n = 50 and tolerance 10−5.
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Results and future directions

Considering the studied model problems, we showed that:

the CGN method converges faster when ∥wk∥∞ is small;
the GCR method converges faster when ∥wk∥∞ is large.

Further questions to investigate:

What determines the intersection point of the curves?

How do other iterative methods relate to each other?

What happens when we discretize the PDE with the finite
element method (FEM) instead of the FDM?

What is the effect of increasing the norm of other coefficients,
such as function p?



8 / 8

References

Thank You for Your Attention!

Nachtigal, N. M.; Reddy, S. C.; Trefethen, L. N.:
How fast are nonsymmetric matrix iterations?
SIAM J. Matrix Anal. Appl. Vol. 13, No. 3, pp. 778-795, 1992.

Saad, Y.:
Iterative methods for sparse linear systems.
SIAM, Philadelphia, 2003.

Karátson, J.; Horváth, R.:
Numerical Methods for Elliptic Partial Differential Equations.
https://kajkaat.web.elte.hu/pdnmell-ang-2022.pdf

https://kajkaat.web.elte.hu/pdnmell-ang-2022.pdf

