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1  Summary

We consider a self-adjoint second order elliptic boundary value problem with variable ze-
roth order coefficient and its finite element discretization. In this project, we study the
mesh-independent superlinear convergence of the preconditioned conjugate gradient method
(CGM) for this type of problem. Our goal is to find an eigenvalue-based estimation of the
rate of the superlinear convergence when the reaction coefficient of the elliptic boundary
value problem belongs to a general Sobolev space. This work extends the results done in [I]
where the coefficient was assumed to be continuous.

2 General framework
Let H be a separable Hilbert space and let us consider a linear operator equation

Bu=g (1)
with some g € H, under the following assumptions

(i) The operator B is decomposed as B = S + Q where S is a self-adjoint operator in H
with dense domain D and Q is a compact self-adjoint operator defined on the domain
H.

(ii) There exists k > 0 such that (Su,u) > k||u||?, u € D.
(i) (Qu,u)y >0, u € D.

We recall that the energy space Hg is the completion of D under the energy inner product
(u,v)s = (Su,v), and the corresponding norm is denoted by || - ||s. Assumptions (if) implies
Hs ¢ H. Moreover, assumptions (i) — (if) on S imply that R(S) = H, hence S™'Q makes
sense.

We replace equation ([I)) by its preconditioned form (I+S~'Q)u = S~'g. This is equivalent
to the weak formulation

(u,v)s + (Qu,v)y ={g,v), Vv e H;. (2)

Since by assumption (iii) the bilinear form on the left is coercive on Hg, by the Lax-Milgram
theorem, there exists a unique solution u € Hg of .

Now equation is solved numerically using a Galerkin discretization.

Construction of the discretization. Let V = span{¢i,...,¢x} C Hs be a given
finite-dimensional subspace,

S={(piejdst sy and Q= {(Qei o)}

the Gram matrices corresponding to S and Q. We look for the numerical solution uy € V of
equation (2)) in V, i.e., for which

(uy,v)s +(Qu,v) ={(g,v), YveV. (3)
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Then uy = ¥

ij=1Ci%s where ¢ = (c1, ..., ck) € RF is the solution of the system

(8+Q)c=b (4)

with b = {(g, ¢j>}§=1 depending on V. The matrix S + Q is SPD.
By using matrix S as the preconditioner for the system (4)), we shall work with the

preconditioned system )
(I+S7'Q)c =h, (5)

where b = S™'b and I is the identity matrix in R¥. Then we apply the CGM for the solution
of this new system.

The next step is to find superlinear convergence rates for the CGM. Let A = (I+S71Q) and
E = S7'Q. Assume that Aj = A;(A) are ordered according to |41 —1| > [Ao—1] > -+ > |Ax—1].
Then A;(E) = A; — 1 and the error vectors ey = cx — ¢ satisfy [2]

(||€k||A

lleolla

1/k -1 k
2[|A
) s—”k IS sl k=12..n, ©)
j=1

The next result allows us to give a convergence rate for the upper bound of @ through
the eigenvalues of the operator Qg = S~10.

Theorem 1. For any k =1,2,...,n

k k

DTl Y 4570, (7)
j=1

J=1

Proof. Let A, = 1,(S7'Q). Let ¢” = (c]'s....c}) € R* be the corresponding eigenvectors.
Then
Qc" = 1,,Sc (8)

for all m. Since Qg = S7'Q is self-adjoint with respect to the S—inner product, therefore
all eigenvalues are Ay, ..., A, counting with multiplicity. Furthermore, the corresponding
eigevectors are orthogonal in R¥ with respect to the S—inner product. Let us choose them

such that they are also orthonormal:
Sc" ! =8, ml=1,...,k,

where 8,,; is the Kronecker delta.
Let u,, :fozlc?’tpi eV.m=1,...,k. Then for all m,l =1,...,k we have that

k
(U, ur)s = Z (i @j)sclc =8 -, (9)
ij=1
hence implies that uq,...,u; form an orthonormal basis in V Cc Hg with respect to the

Hg-inner product. Then ,@ yield

Qcm-clz/lmdm;, ml=1,... k.

3 Directed studies 1



ELTE

Hence, we obtain

(qum,u1>5 =/lm5m1, m,l = 1,...,k. (10)
Using Corollary 3.3 of [3] and since Qs = S71Q is a compact self-adjoint operator on the
Hilbert space Hg, we have that

k

k k
D K Qsttm,wn)sl < )" 5(0s) = > 4;(Qs), (11)
m=1 m=1

m=1

where s j(S_lQ) are the singular values of S71Q. Then, by and we arrive at

k k k
D nl =" [ Qstm: umds| < Y 2;(Qs).
m=1 m=1 m=1

O
An immediate consequence of this theorem is the following mesh-independent bound.
Corollary 1. For any k =1,2,...,n
1/k 1y K

(%) < 2”1 | ;laj(s—lQ), k=1,2,...,n. (12)
Proof. By [4, Prop. 4.1] we are able to estimate ||A|| to obtain
II+S7'Q 7 < 17 +S57'Q) 7.

This, together with the previous result and @ completes the proof. O

Since |21(S71Q)| = [12(S71Q)| > --- > 0 and the eigenvalues tend to 0, the convergence
factor is less than 1 for k sufficiently large. Hence the upper bound decreases as k — co and
we obtain superlinear convergence rate.

3 Main result

Let N > 2, p > 2 and Q c RY be a bounded domain. We consider the elliptic problem

{ —-div(GVu) +nu = g, (13)

uso =0,

under the standard assumptions listed below. We shall focus in the case when the principal
part has constant or separable coefficients, i.e.,

G(x) =G eRYXRY  or G(x) = diag{G;(x;)}Y,

whereas 7 = n(x) is a general variable (i.e. nonconstant) coefficient. Let problem satisfy
the following assumptions:
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(i) The symmetric matrix-valued function G € CH(Q,RN x RN) satisfies

G- € 2 mlg|”
for all &£ € RN, m independent of &.
(i) 7 € LP/P=2(Q).
(iii) 0Q is piecewise C? and Q is locally convex at the corners.
(iv) g € L3(Q).

Then problem has a unique weak solution in H(l)(Q).
Let V), C H(l)(Q) be a given FEM subspace. We look for the numerical solution uj, of
in Vh:

/(GVuh Vv +dupv) = /gv, v eV, (14)
Q Q

The corresponding linear algebraic system has the form
(Gp+Dp)c =gy,

where Gj and Dy, are the corresponding stiffness and mass matrices, respectively. We apply
the matrix Gj as preconditioner, thus the preconditioned form of is given by

(I, +G;'Dy)c =g, (15)
with g, = G;lgh. Now, we apply the CGM for the system (15)).
2N

Theorem 2. Let 2 < p < =5, and m the lower spectral bound of G given by assumption
(/). Then there exists C > 0 such that for all k € N

1
3
(Hek”A) <okt (16)
lleolla

1

and s > =.
a

+

D=

_ 1
where @ = i

1
p
Proof. Let us consider the Hilbert space L2(Q) endowed with the usual inner product. Let
D = H(l)(Q) N H2(Q). We define the operators

Su = -div(GVu), ueD and Qu=du, uc Hé(ﬂ)

and since p < 2* = %, the embedding 71 : H[l)(Q) — L7(Q) is compact, in particular, there
exists ¢ > 0 such that for all u € Hé(Q)

<
lulliLr @) < cllullyq)-

Then
(Su,u) > m/ |Vul|? > mv/ u?, ueb,
Q Q
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where v is the Sobolev constant. By assumption (iii) the symmetric operator S maps onto
L2(Q). Furthermore,

1Qsvllas = sup Qsv,u)s| = sup (Qv,u)

flulls=1 [Julls=1

— ||iﬁip1(/ =) (for) (L)

<c Sup, InllLero-2 @IV IILe @) llulls
ujls

(17)

= ClvllLr (@),

where C = c||n|lpp/p-21(q)- Here we apply the extension of Holder’s inequality ([5, Th. 4.6])

with
1:l+l+(p_2).
P p p
Hence Qg = S71Q is compact and self-adjoint in Hg = H(l)(Q) with (u,v)s = /Q GVu-Vv.
Let 1, = 1,(S7'Q). Since S7'Q is a compact self-adjoint operator in Hyg, by [3, Ch.6,

Th.1.5] we have the following characterization of the eigenvalues of Qg:

Vn e N:  A,(Qs) = min{||Qs — Ly-1ll / Ln-1 € L(Hs),rank(L,-1) <n -1}
By taking the minimum over a smaller subset of finite rank operators, we obtain
An(Qs) < min{||Qs = QsLp-1ll / Ln-1 € L(Hs),rank(Ly-1) < n— 1} (18)

Now, by we get

1(Qs — QsLn-1)ullHg
p

Qs — OsLy-1ll =
ueHs Il2e]] £
1Qs(u = Ly-1u) |1y
= sup
ucHg ||M||HS
lu — Lp—1ullre (o)
< csup
ucHg ||M||HS
c lu — Ly—1ullr (@)
S — p
\/’7_1ueH(1)(Q) ||”||H(1)(Q)

where in the last step we use the inequality \/%HMHH})(Q) < |lullgg- This, together with
yields

A (Qs) < \/—_mln{llf Ly-ill/ Lp-1 € LH(RQ), L7 (Q)), rank(L,-1) < n=1} = a,(I), (19)
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where a,(I) denotes the approximation numbers of the compact embedding 7 : HL(Q) +—
L7(Q), [6]. Furthermore, we have the estimation [7]

A 1 1 1
ap,(I)<Cn™, a=——-—-+—,
N 2 p
for some constant C > 0. Therefore, we arrive at the inequality

cC
Sn(QS) < \/—%I’L -

Now, taking the arithmetic mean on both sides and by Hoélder’s inequality, we obtain

1
CcC1 1\ 1 ccC
kzsn(Qs) Znas) ki

_\/_k n=1

where £+ < =1. Let sa > 1, then we obtain

1
k 5
> )

- (20)
n=1 ks

1
k A 00 B
cc 1 1 C
E < —= E — = —.
A 2, Sn(QS) = m - nsa) k% k%
Then, by (12), we conclude
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