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Introduction

There are many phenomenon in our world, and the pursuit of all sciences is to under-
stand them, and use them in many ways to optimize our lives. When it is possible to
completely understand the mechanism of a phenomenon, we can make a Mathematical
model, that is composed from a system and a set of input-output, that describes us it’s
dynamics and tell us how the effect of input will influence the system behaviour in the
future. System Identification is the field that deals with how to build and select such
models. One stage in selecting models, concerns how to estimates the model parame-
ters. It is known that it is impossible to create a perfect or true model, consequently,
in estimation of parameters, we usually hope to get as close as possible to the true
parameters. This notion of getting "close to", in optimization theory, means that we
estimate our parameters such that they are the minimum point of a chosen objective
function. In this essay, we will be interested in how to estimate the parameters for an
ARMAX model. Which stochastic method to use for such estimation? What are the
statistical properties of this method? How to possibly improve this method 7 And a

numerical Implementation.
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Prediction Error Method

1.1 ARMAX Model:

The ARMAX model, is a stochastic, time-invariant and linear model. Before, giving
the formula of the model and talking about its properties, It would be better to
give an intuitive approach, and although the ARMAX model is used in many ar-

eas, we shall keep explanations and interpretations restricted to the Time-Series area.

Definition A Discrete Time-Series {y(t)/t € T}, is a discrete set of observa-
tions generated sequentially in time. Which can be thought of as a realization of a

process as well.

The ARMAX model is based on the idea that time series y(¢) in which successive
values are highly dependent on themselves as well as dependent on some exogenous
variables u(t), can be usefully regarded as generated from a series of independent
shocks e(t) and the same exogenous variables u(t).In other words, we can think of the
inputs as e(t) and u(t), and the output is y(¢). In these settings, the ARMAX model,
is formulated in a way that it describes the dynamic relation between the input and

output using time-invariant linear filters.

Autoregressive Moving Average with Exogenous Inputs (ARMAX)
The form of the model that we will use here will be :

B(g™") Clqg™)
A(g™1) A(q‘l)e(t) (1.1)

u(t) +

y(t) =



Where ¢! is the backward shift operator, y(¢) the time series output, u(t) the
Exogenous inputs and e(t) the shocks or disturbances inputs that are generated as
White Noise with variance. var(e(t)) = A\?, also :

A (qil) =14aqg 4. Fa,qg™
B (qil) =1+bg " +...+b,q ™
Clg)=1l+aq¢'+... +cqg™
Here the parameter is the vector 6 = [ay, ..., an,, b1, ..oy by, €1y oy Co )T . Depending on

whether the variance of the noise is known or not it can also be added to 6.

1.2 General idea and Formalization of the Predictive

Error Methods:
[1]

Previously we talked about the ARMAX model and some of its properties, now we go
back our main topic, which is how to estimate the parameter vector . In estimation
theory, there are many methods that can be used for such task. One particular method,
easy to implement and has very nice statistical properties and algebraic structure, is
the famous, Least Square Method. The idea of the LSE in brief, is that it returns
a parameter that minimize the error propagated from the difference of the true out-
put(data) and the output formulated from a model. The LSE when applied to a static
dynamical model, would give a BLUE estimator under weak conditions, which in real
life can be easy to breach without paying a heavy price. But in a stochastic model, it
still an give an acceptable unbiased and consistent estimator, which is as well easy to
implement, but it only does under rather strict conditions, which can’t be trespassed
easily. That is why its better to consider other method or maybe modify the LSE. In
many applications, the model is not only used to describe the input-output relation,
but also for prediction. It therefore makes sense to determine the model parameter
0 such that the prediction error €(t,0) = y(t) — y(t/t — 1,0) is as small as possible.
y(t/t — 1,0) denotes the prediction of y(t) given past information up to and including
time (t-1) and 6.

The previous idea, induced a modification to the LSE, where the estimator of 6
would be the point that minimize the prediction error for the the model structure.
This kind of modification would leads us to the class of Prediction Error Methods

(PEM)



Formalization of the idea:
Model
The PEM could be given for any General Linear Model, but we will focus here on the
ARMAX Model.Let’s consider again the model :
B(q,0)
,0

YO T T e

-e(t) is White Noise, with variance A>. We will now put some constraint on the set

u(t) +

Clg ', 9)
) e(t)

of possible parameter, and later we shall give an explanation about these conditions.
D =1{0/B(0,0) =0,C(0,0) =1,C(¢"") has zero outside the unit circle}

Predictor

The form of the predictor will be given as follows :
[9(t/t —1,0) = Li(q ", 0)y(t) + La(q~ ", 0)u(t), where Li(0,6) = Ly(0,60) = 0]

-L1 and L2 are linear filters, the condition [L,(0,0) = L1(0,6) = 0]], ensures that we
have pure delays, which is consistent with how we described the predictor should be

(predicting from past data). Later, we will see how to derive the Ly and L filters for
the ARMAX Model.

Criterion

Concerning the criterion, it should be a scalar-valued function of all prediction errors
€(1),...,e(N) assuming we have a sample of size N.This function should asses the
performance of the predictors used, and the objective would be to minimize the

criterion as to choose the best predictor.

Looking at the prediction error, we see that for each choice of the model structure,
predictor and criterion, we can define a Prediction Error Method. Since we already
fixed a model(ARMAX), we only ought to decide how to choose the predictor and the
criterion.

Predictor for ARMAX
The best way to choose a predictor is to choose an optimal one, i.e one that have

minimal error variance from all other predictors.
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Let’s assume that u(t) and e(s) are uncorrelated for ¢ < s.( This assumption is needed

for deriving the optimal predictor, and it’s not a strict one because it usually hold)

Derivation :
o) = 2Dty + S D
o) = STt + (S = 1)) + )
0= T 0+ Gt ) e - G+
() = [(1 o+ 2| ) 2
Let 2(t) = (1 — 20)y(t) + BrDu(t), and y* any arbitrary predictor given data

up to t-1, and z(t) is well defined because the polynomial C(z) has zeros outside the
unit circle.

Prediction Error Covariance matirx :
cov(y(t) =y (), y(t) — y* (1)) = cov(z(t) + e(t) — y*(¢), 2(t) + e(t) — y*(¢))

= cov(z(t) = y"(t),2(t) — y"(t)) + cov(z(t) — y"(¢), e(t)) + cov(e(t), z(t) + e(t) — y*(t))
hecause we assumed u(t) and e(s) are uncorrelated for £ < s —> cov(2(t)—y* (1), e(t)) = 0 —>
= cov(z(t) —y", 2(t) — y") 4 cov(e(t), 2(t) — y"(t)) + cov(e(t), e(t))
similary cov(e(t), 2(t) — y*(£),) = 0 —>
cov(y(t) — y*(t), y(t) — y* (1)) = cov(z(t) =y, 2(t) — y") + N*
= cov(y(t) — y"(t),y(t) — y*(t)) = N°

and equality is attained <= cov(z(t) — y*(t),2(t) —y" =0 <= z(t) = y*(t))

*We were able to use the assumption about u(t) and e(t) is uncorrelated, because
z(t) had pure delay, which was only possible since we assumed that B(0)=0.*
From the prediction error covariance matrix, we see that a predictor y*(¢) is optimal

if and only if it is equal to z(t).



From (2,1), we can write the optimal predictor and the prediction error for
ARMAX as :

€(t,0) = e(t) =

Criterion for ARMAX:

There are many possible different criterion depending on the model structure.The
importance is that we would like to pick a criterion such that it maps the prediction
errors into a scalar.Since the ARMAX model has scalar output y(t), consequently the
prediction error €(,0) will also be scalar valued. Hence, we will use the following loss

function :

Vn(0) = %Ze(t,@f

t=1

The loss function here is nothing but the sample variance of the predictive errors based
on N data points.
To summarize, the PEM of the ARMAX, has three main component:

The loss function:

The formula of the predictors:

(0.) = ) = | S0 - G

The set of constraint:

D ={0/B(0) =0,C(0) = 1,C(q"") has zero outside the unit circle}

1.3 Statistical properties

1.3.1 Consistency:

In this section we will go trough a brief summary of the statistical analysis of the

estimate 6y which denotes the minimum point of the previously described loss function
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Vn(#). Let 6y be the unique true parameter of the system, then 6 also satisfies the
previously given ARMAX model (1,1). As stated before, the loss function adapted
in this essay is nothing but the sample variance of the predictor errors, i.e Vy(0) =
% SV €(t,0)%. Under the assumption of having stationary y(t),u(t), then according
to ergodicity, the sample variance will converges to the variance , as the sample size
grows larger, i.e Vy(0) — V. (0) where V. (0) = Ele(t,0)?], . Let’s analyse now the

variance of €(t,0):

(0.) = () = | F ) - %uml
We have :  y(t) = —ig;]_l’zz;u(t) - —igg_l’zsie(t)

(A0 [Bl ) Bao)] TG0 [AG6)],
= 0= Z0=g) | 2o A<q1,9>] o+ o= a) (o)
(

0,00 € D = €(t,0) =e(t) +w(t) ,wherew

t) is a term independent from e(t)
= E[e(t,0)°] = Ele(t)’]

= E[e(t,0)?] > \g ,where )y is the variance under 6,

The lower bound Ay can only be attained iff Oy = 0y, this mean that if N — oo —
6o minimize Ele(t,#)?], and this minimum point is by definition 6. In conclusion,
although in the previous analysis we made some assumptions, generally those are

considered weak, and therefore we can say that the PEM estimate 6, is consistent.

1.3.2 Asymptotic distribution:

Again, let Oy be the minimum point of Vn(#), and 6y be the true parameter. This

implies that, Vx(#) = 0.If we do a Taylor series expansion of Vy (#) around 6y, we get
0~ Vy(8o) + Vi (6o) (O — o)

For large N, the residuals of the approximation, will have faster convergence rate to 0
compared to (O — 6), and Vy(6y) will converge to V.. (6). Assuming that V. (6p) is

non singular then we have the following :

VN (B — o) = [V (@) VAV (60)]



Theorem:

VN (Oy — 05) &5 N(0, P)
Where P =A {E[w(t, o) (t, HO)T]

Such that , A is the White-Noise e(t) covariance matrix and 1 is the operator acting

T
on €(t,0) given by ¥(t,0) = — [aegge)]

Using the form of P given by the previous theorem, we can substitute 6y by O
( The PEM Estimate ), replace the Expectation operator by the sample covariance
matrix, i.e :
| XN
P=A|— t,0n8)(t, On)T
e At i)

, we get an estimate of P, which mean that the accuracy of fx can be estimated.

1.4 Computational Aspects:

Unlike the LSE, a draw-back to the PEM method, is that €(¢,0) wont depend linearly
on # when it comes to minimizing the loss function Vy(6). This mean that the mini-
mum point of Vy(6) can not be found analytically.

One approach would be to use some numerical method to get an approximation of the
minimum point éN,but before elaborating on such approach, I would like to talk about
another way of possibly computing the minimum point.

Previously, we mentioned some statistical reasons on why the LSE would not be a
good choice to use.However, it is possible to modify the form of the ARMAX model,
to another form that is suitable for the implementation of the LSE, i.e let’s consider

here an alternate form :

y(t) =o' ()0 +e(t)

where @' (t) = [—y(t—1), ..., —y(t—n), —u(t-1), ..., —u(t—n), —e(t—1), ..., —e(t—n)}T

T
and 0= [al, ooy s b1,y by, ...,cn]
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This alternating form is equivalent to (1,1), but doing so, we would face a problem
where, the LSE would be considering the measurements e(t — i) i € [1,2,...,n]
which we don’t have. Of course, we can compromise again, and try to estimate those
unknown measurements, but at the end although it would be possible to achieve some
result, it won’t be a good one.Regardless, this idea of using the LSE, would still be

useful in some aspects, that will talk about later-on.

1.4.1 Gauss-Newton Method for Prediction Error Method

Going back to the first approach we mentioned before and since we previously assumed
that the Hessian of the loss function was non-singular, then we could proceed by using
a Newtone-Raphson method, to approximate our minimum point.

The N-R Algorithm is the following :

ék+1 = ék; — Qg [VN<0A1€)} - [V];f(ék)}

0y, denotes the k-th iteration, oy, is the gain coefficient, Vy and Vy, are the gradient
and hessian respectively of the loss function.Next, let’s analyse this algorithm’s
computations.

Expressing Vy andVy we have:

Vi) = & S0 et 07 = Vi(0) = [ = 2 2, e(t,0)0(1,0)]

= Vi) = |30 000007 + [3 DL e, 0) 5552

The second term in Vy is quite cumbersome to compute, we will need to calculate
the Hessian of a scalar-valued-multi variable function for every iteration. It would
be very appealing if somehow we could get rid of that term.Well, we saw before that
as N get large and as 6 approaches the true parameter 6y, we get that €(¢,0) tend
to be White-Noise, and also becomes independent from ¢ (t,0) = €(t,0) becomes
independent from % = the second term will tend to 0 (Because of Ergodicity).
Thus, as N get large we have V() ~ [% Zi\il W(t, 00)(t, QO)T]

Using the expression of Vy and V, with the neglected term ( supposing that N is

large for instance) then we get the following algorithm:

2

Mz
Mz

bt 00)0(t, 0,)F

t=1 t=1

6 t Qk t Qk)}

A A 2
Ory1 = Op + g N
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The last recursion formula corresponds to the Gauss-Newton Algorithm, and it is
known that G-N and N-R algorithms behaves similarly when N is big and 6, is close
the the minimum point. So in practice when our data set is very large and once we
have initial values for the first run then we can use the G-N algorithm, since it has

much simple calculations that the N-R algorithm.

Suppose now , we decided to use the G-N algorithm, then we will need to ini-
tialize. Where to find the first initial values? It could happen, that we have some
prior information about the model’s parameter, and hence use this information as
initial values, but what if we don’t have any of this knowledge? In this case, we will
go back to the LSE. We stated before in the beginning, the idea of using the LSE as
an estimation method on our model, and we gave some reasons on why the estimates
won’t be good. Regardless, we also mentioned that the estimates could be useful in
some aspects and sequentially it turns out that using the LSE as initial values for the

G-N algorithm could be a very efficient way to start.

1.5 Implementation
We generate sample-data from the following true system :
(1-0.8¢7") y(t) = (0.7¢" ") u(t) + (L +0.8¢7") e(t)

Where the input signal u(t) is white-noise takes value £1 with one delay, independent
from the white-noise e(t) with variance A\* = 1 and we will simulate the system using
N=10000 data-points. The output of this simulation, will be the input data u which
is a [10000.1] vector and the output data y which is also a [10000x1] vector.

Remark:
The true system we considered so far is consistent will all our assumptions, for example
we have a pure delay, C(0,¢7!) =1 and C(¢™") has zero outside the unit circle since
0.8 is < 1.
Experimenting: Now, let’s forget about the true parameters a; = —0.8,b; = 0.7 and

c; = 0.8, let’s only consider the simulated data [y u|. We will skip the part, where we

12



identify which model we should use for our data ( since this is not the topic of this
essay) and let’s believe that an ARMAX model fits our data which has the following
orders : A(¢gY) =1+ aiq7", B(qg7') =bqg™", C(¢g7') =1+ c1¢7'. So our objective
now is to estimate a;,b; and ¢y, that is 0 = [ay, by, ¢1]T

For our Implementation, we will use the Gauss-Newton approach, with o = N/2,
and 0y = [ayg, big, c1x)”

N N

O = On+ [ D w(t 000,007 [ D et 0wt 01)]

t=1 t=1

From, the iterative formula ,we see that we need data of both €(t,6;) and
the gradient (t,0y). Since, our sample data, N = 10000, then let PE(6) =
[e(1,01),€(2,0), ..., €(10000, 6;)]T, be a column vector that contains all prediction er-
rors data up to time 10000. Similarly , 1 (t,0;). at time t, will be a row vector
with the same dimension as 6, in our case (t,6;) will be [3,1] row vector, so let
J(0r) = [¥(1,01),9(2,0), ..., (10000, 6;)], this is a [|10000,3] Matrix. From these

notations, we can rewrite the algorithm formula as follows :
Orsr = O + [J(O06)TT(00)] " [J(00) PE(6)]

To calculate the Matrix J(6y), we can apply the filter C(qq,;llﬂk) on the data stored in
the following [10000,3] Matrix : [—y,u, PE(6y)]. (More details in [1],chapter 7].

Below, is a figure that shows the evolution of the estimated parameters in 70 iterations.
The red,green and blue plot corresponds to ajp,bix and ¢y respectively, where we
initialized with 6; = [0.1,0.1,0.1)7, we also marked the True parameters, -0.8,0.7 and

0.8 respectively with similar colors.

ion of ARMAX Parameters per lterations LAE0QAR
T T T

U T T
—a
b1
o ——c
06— 8

Estimated Parame
s s °
= ® ° S
T T T T
)
/

Number of Iterations

Figure 1.1: Simulation of a Wiener-Path
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From the figure we can see that, our estimated parameters does converges to the

true parameters as the number of iterations grows.

1.6 PREM with Momentum:

Previously, we implemented the Prediction Error Method and we got good results
since our estimated parameters did indeed converge to the true one. Now, we would
like to think of a way to improve this algorithm, a natural way to do so is to add the
Momentum part to the iterative formula. One thing that is needed to be said, is that
previously , Doctor Baldzs Csanad Csaji with other colleagues , has shown that for the
Least Mean Square with Momentum, there is unfortunately no direct improvement, but
a rather a trade-off between some deeper statistical properties behind the method that
should tweaked(For more details [2]). Consequently, the Prediction Error Methods, can
be thought of as generalization of the Least Mean Square, and therefore theoretically,
in basic implementation ( that is not very well controlled) we should not really expect
anything. But, enough with the talk, and let’s proceed with our naive implementation
and see what kind of result we might get .

First , the Iteration formula for the PEM with Momentum will have the following

form, where [ is a gain coefficient.

Opir = Op + [J(0:)TT(0:)] " [J(0k) PE6)) + Br[0 — Ok 1]

Let’s do a similar experiment as before, in the Momentum case we need to initialize
6, for the first and second iterations. We set 6; = [0.1,0.1,0.1]T as we did previously,
and for 6, we get it from applying the PEM algorithm for one iteration. Below is a
table that describe the value of the estimated parameter using PEM with Momentum
at the last iteration. ( with the same control we did for the previous experiment), and
it shows this last values for various [ gain coefficients.

From the table below , we Used similar initialization as the case without Momen-
tum, but unfortunately, the Matrix calculated in the algorithm becomes singular and
can not be computed. Although, we see that when the gain get smaller we get good
results, but that’s the same as saying that adding the Momentum doesn’t aids us in

our task.
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Table 1.1: Comparing PEM with Momentum for different [
Br Or0
> 1073 NAN
<107 =[-0.8,0.7,0.8]

1.7 Conclusion:

We Saw an intuitive and theoretical construction of the Prediction Error Method. We
experimented with the method and got consistent result which is expected from the
theoretical part. For the PEM with Momentum, we tried to experiment with it as
well, but unfortunately we did not get any interesting results, like I said previously,
a special case of the PEM with Momentum, the LMS with Momentum, was proven
theoretically that there is a trade off, so for Implementing the PEM with Momentum,
much more work is needed to be done, maybe it happen that we experimented on a

special case of data where it doesn’t work and for others it works.
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