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Semantic segmentation:

input: x ∈ [0, 1]D×H×W image,

output: ŷ ∈ [0, 1]C×H×W prediction

target: y ∈ {0, 1}C×H×W mask

C = 1: binary case

yi = 1: positive pixel

yi = 0: negative pixel
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Tversky index

Tα,β(y, ŷ) =
TP

TP + αFP + βFN

(α, β > 0, y, ŷ ∈ {0, 1}M .)

� doesn’t count true negative ⇒ good for imbalanced datasets

� α = 1
2
= β: Dice index

� α = 1 = β: Jaccard index (IoU score)
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Tversky loss

1− Tα,β(y, ŷ)

where

Tα,β(y, ŷ) =
yŷ + δ

yŷ + α(1− y)ŷ + βy(1− ŷ) + δ

(α, β > 0, y, ŷ ∈ [0, 1]M .)

� equal to the Tversky index if y, ŷ ∈ {0, 1}M

� if y ∈ {0, 1}M , then ŷ = y is the unique minimum

� differentiable

� two approaches to calculate the loss ove a batch

♦ imagewise loss: calculate for each image then average
♦ batchwise loss: calculate over the whole batch
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� histopathology slides from the Országos Korányi Pulmonológiai Intézet

� cancerous regions annotated by expert

� processed data: 2800 images, 360 of them positive
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Goal: compare imagewise and batchwise Tversky

Details:

� model: U-Net

� loss: Dice loss

� optimizer: Adam

� learning rate: 10−6

� two different tasks

♦ segmentation of the whole dataset
♦ segmentation of only the positive images
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Results on the whole dataset
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Results on the positive images

batch size 8 16 32 64
loss domain img batch img batch img batch img batch

avg. prec. ↑ 0.746 0.809 0.694 0.771 0.703 0.783 0.717 0.778
bal. acc. ↑ 0.873 0.878 0.870 0.877 0.877 0.888 0.860 0.885
Dice idx. ↑ 0.635 0.690 0.606 0.665 0.641 0.705 0.593 0.667
Jaccard idx. ↑ 0.493 0.549 0.465 0.529 0.476 0.548 0.424 0.502
HD95 ↓ 0.164 0.151 0.171 0.149 0.270 0.184 0.377 0.313
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Label smoothing

Instead of the target y ∈ {0, 1}M , use ỹ = (1− ε)y + ε

C
1. (0 < ε < 1

2
.)

� combats vanishing gradients

� used in state-of-the-art networks (with crossentropy loss)

♦ the minimum of crossentropy is still at ŷ = ỹ

Claim 1

The maximum of Tα,β(ỹ, ·) is assumed at ŷ = y.

⇒ label smoothing doesn’t work with Tversky loss.
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Claim 2

When using crossentropy loss, label smoothing is equivalent to adding

εD
(

1
C
1
∥∥ŷ), where D is the Kullback–Leibler divergence.

� this works with all losses

� εD
(

1
C
1
∥∥ŷ) can be replaced with εD

(
ŷ
∥∥ 1
C
1
)

Label noise penalty regularisation

L̃(y, ŷ) = L(y, ŷ)− ε
C

Σ
i=1

log ŷi

Confidence penalty regularisation

L̃(y, ŷ) = L(y, ŷ)− εH(ŷ)
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