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Definition

DEFINITION: We have a path X, :[a,b] —R™, then the signature
of the path is an infinite series of iterated integrals:

S(X),,=(L,S(X) ., S(X)2, , ..
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Review

Sk = [ dxi—xi - X
a<s<b

/a<s<b

S(X): dXi = /

a<r<s<t
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pip install iisignature
import iisignature as isig
import numpy as np

data= ([1,1], [26], 5,51, 16,3]) Python
isig.sig(data, 2, 1)

output: (array([5., 2.]), array([12.5, =9. , 19. , 2. ]))
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Definition 2.3. Let X : [a,b] = R%Y : [b,c| = R, then the concatenation of X and

Y is a path from [g,c] = R%:

X, ift e [a, b]
(X X Y>t= <

Xb + (Yt - Yb)/ if t € [b,C].
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Theorem 2.2 (Chen’s identity). As usual, let us have two paths X : [a,b] = R% Y : C h en ' S

b,c] = R, then ‘ |
S(X+Y)ye = S(X)es ®5(¥)s . Identlty




Definition 2.4, A path X : [0,1] = R? is tree-like, if 3f : [0,1] = [0,00) : £(0) =
f(1)=0and ¥s,t € [0,1],5 <t:

X5 = Xil| < f(s)+ f(t) -2 inf f(u). (13)
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Theorem 2.3, Assume X, Y : [a,b] = RY, then

Venb: X=Y = Yke{l...,d): SHX) =SkY).



Theorem 2.3.2 (Uniqueness). Let X be a continuous path with bounded variation. Then,
o S(X) =1ifand only if X is tree-like.

o The signature S(X) is unique up to tree-like equivalence.
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Application

How do we use the signature
in real life?
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| would like to approximate a
function, what should | do?

3+2*

Taylor’s theorem

But what if we do not have a
differentiable function?

X
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Approximation O

f(X) =0 ClS(X)clz,b + Czs(X)glb + Cllls(X)}I:; e
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) Process

How to forecast the given data?

Use the resulting
set of features for
analysing the

We have a
data stream

| I data/farecasting

Embed it to RAd Compute the iterated
integrals
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2800 1

2600 1

2400 4

2200 4

2000 4

1800

1600

STEP 1. Import data

—— Adj Close

Déc Ja‘n Fe'b M‘ar At;r M'ay Jt;n J|.'|I Axig Se‘p
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STEP 2. Embed data to 2D

2800

2600 1

2400 +

2200 |

2000 A

1800 -

1600 -

E

1250 1500 1750 2000 2250 2500 2750 3000 3250
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Our stream would be the
concatenated lead-lag data.

Next we will calculate the level 2
signature of the stream.




STEP 3. Compute signature

0
0 0.707317
1 0.707317
2 0.707317
3 0.707317

4 0.707317

1
-603.390137
-744.119873
-792.410035
-737.280029

-791.389893

2
-603.390137
-744.119873
-792.410035
-737.280029

-791.389893

3
0.250149
0.250149
0.250149
0.250149

0.250149

4
-327.558707
-278.150453
-310.112810
-245.991776

-225.248577

5
-334.917123
-287.225086
-319.776347
-254.982996

-234.899673

6

-99.229439

-248.178237

-250.372337

-275.498976

-334.515006



STEP 4. PREDICTION B4 (4 A

€= 3BA
Predicting the mean price with Signature features
1950 -
1900 -
1850 -
1800 -
1750 -
-== Predicted average price
1700 4 — Actual average price |
0 2 4 6 8 10 12




STEP 4. PREDICTION

Predicting the mean price of SMSN.IL with Signature features

-== Predicted average price -

—— Actual average price | | e
1900 . 4 + + -

1800
1700 -
1600
1500 -

1400




CONCLUSION

While we can not predict the prices accurately
every time, sometimes we get a nice approximation.

Maybe calculating signature up to different levels
would give us nicer approximation. But we did not
do this, because of computational difficulties.
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